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RELATION TO MINORITISED COMMUNITIES

1 Introduction

The exponential growth of artificial intelligence (AI) tools has gener-
ated a series of new challenges and opportunities in which algorith-
mic systems irrevocably influence the social, political, and cultural 
dimensions of human life, including the lives of minority and indig-
enous communities. AI’s growing integration into state and private 
decision-making processes and policy implementation practices de-
mands a reassessment of how these systems interact with the rights 
of minoritised communities. While AI’s transformative and disrup-
tive potential is heavily discussed in areas such as healthcare or ed-
ucation,1 its implications for equality and minority protection remain 
inadequately examined. This study, therefore, situates AI within the 
narrower framework of the human rights of minorities, focusing on 
those groups whose social, linguistic, or cultural identities have his-
torically rendered them vulnerable to systemic exclusion. The paper’s 
core proposition is that AI operates in a dual normative capacity. It 
can both entrench discrimination and serve as a catalyst for cultural 
empowerment, depending on the frameworks of human agency and 
policy oversight in place.

Whether the development of AI tools had benevolent motivations 
or not, the same technologies can be used in good faith and abused 
destructively.2 As Suresh and Guttag have demonstrated, there are no 
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1  For a summary of the AI-related educational dilemmas, see: Dabis – Csáki 2024.
2  See, e.g.: Benthall – Haynes 2019.
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fewer than seven different forms of biases that can arise throughout 
the machine learning life cycle.3 This means that there are at least 
seven different points where human error in designing and training 
an AI system can become a source of harm, even unintentionally: 
Historical bias, Representation bias, Measurement bias, Aggregation 
bias, Learning bias, Evaluation bias, and Deployment bias (see Annex 
No. 1 for more detail on these). 

This typology points out the inherent fragility of AI fairness,4 and 
draws attention to why bias mitigation cannot rely solely on the tech-
nical aspects of the issue.5 Technological advancements are neither in-
herently good nor bad. Their impact depends on how they are utilised, 
highlighting the crucial role of the intentions guiding the use of AI 
tools (in relation to this topic, see Annex No. 2 on how the China-based 
Deep Seek chatbot answered my questions relating to the Uyghur 
community of Xinjiang). For example, Hikvision’s surveillance appli-
cations, as we will see, can be utilised in both democratic and author-
itarian contexts for benevolent and harmful purposes. Consequently, 
the distinction between unintentional algorithmic bias and politically 
motivated outcomes that can be characterised as harmful to minor-
itised communities forms a key conceptual basis for this paper and 
will be highlighted through the Uyghur example. The Uyghur case 

3  Suresh – Guttag 2021.
4  For the manifold ways “fairness” can be interpreted, see: Hutchinson – Mitchell 
2019.
5  Take hate speech, for example, a phenomenon that primarily occurs in digital 
spaces. In relation to hate speech, one needs to apply the Rabat threshold test to as-
sess whether an expression amounts to hate speech and can thus be curbed. This 
is because the freedom of speech and expression is a fundamental and universal 
human right whose limitation requires proper justification. Accordingly, the Rabat 
threshold test outlines a six-part threshold test considering (1) the social and politi-
cal context, (2) status of the speaker, (3) intent to incite the audience against a target 
group, (4) content and form of the speech, (5) extent of its dissemination and (6) like-
lihood of harm, including imminence. German legal philosophy calls this approach 
a “Schranken-Schranke”, that is, the “limitation of the limits”. This signifies that while 
certain rights can be restricted under specific circumstances, there are limits to how 
far these restrictions can extend without compromising human rights. This ensures 
that fundamental rights are protected even when the state seeks to impose limita-
tions for reasons such as public safety or morality. See: https://www.ohchr.org/sites/
default/files/Rabat_threshold_test.pdf, accessed: 24.10.2024.

https://www.ohchr.org/sites/default/files/Rabat_threshold_test.pdf
https://www.ohchr.org/sites/default/files/Rabat_threshold_test.pdf
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illustrates how AI is not merely complicit in disenfranchising a minor-
itised community but can become a constitutive element of state policy, 
transforming digital infrastructure into a tool of systemic persecution. 

At the same time, it is essential to recognise AI’s dual nature, as the 
very technologies that enable repression can also promote inclusion, 
self-representation, and linguistic revitalisation. Accordingly, this 
paper also examines the positive applications of AI, particularly in 
supporting minoritised communities (like First Nations communities 
in North America or traditional minorities like the Basques or Catalans 
in Europe) through language revitalisation. Throughout the paper, 
“positive” applications of AI refer to instances where AI use aligns 
with, reinforces, or advances existing minority-protection norms, in 
contrast to “negative” applications, which undermine or weaken those 
norms.

In this context, the paper aims to provide a tentative overview of the 
relationship between AI tools and minoritised communities, focusing 
on the potential benefits and risks. Apart from documenting harms 
and benefits, it also translates the findings into normative and policy 
implications for advocates, institutions, and states seeking to ensure 
that AI development aligns with the principles of equality, dignity, 
and cultural diversity. 

Regarding its structure, the paper draws on the experiences of 
Tankó,6 and distributes the relevant literature across the whole study as 
opposed to having a separate section for the literature review. Relevant 
sources will thus be integrated throughout all sections, beginning 
with the Introduction, followed by the Methodology, and culminating 
in separate chapters that address the negative and positive effects of 
AI on minoritised communities, with a final section summarising the 
paper’s Conclusions.

6  Tankó 2021, 104.
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2 Methodology

There are three primary aspects relevant to the study’s analytical 
framework. First, the paper provides a broad  and non-exhaustive 
overview based on the content analysis of academic sources and the 
practices of AI usage relevant from the perspective of minoritised 
communities. A review of the existing literature reveals that substan-
tially more attention has been devoted to examining the implications 
of AI for human rights in general, covering issues such as data privacy, 
freedom of expression and assembly, the rights of minors, algorithmic 
practices affecting labour rights, and the human rights dimensions 
of intellectual property, among others,7 yet it has paid relatively little 
attention to examining concerns specifically from the perspective of 
minoritised communities.8 This explains the rationale, motivation, and 
justification for investigating this research gap and compiling appro-
priate evidence to bring the reader closer to understanding the man-
ifold ways AI tools impact the lives and human rights of minoritised 
communities.

The study examines cases from ten different minoritised communi-
ties and languages (Uyghur, Catalan, Cree, Cherokee, Hawaiian, Inuk-
titut, Kichwa, Māori, Ojibwe, and Sámi), while also referencing some 
majority languages, most notably Icelandic, in the context of digital 
minoritisation. These cases are presented at varying levels of detail, re-
flecting their respective significance. In particular, the Uyghur case is 
described in greater depth due to the scale of human rights violations 
and crimes against humanity involved. The paper seeks to maintain 
balance in its treatment of AI’s impacts on minoritised communities. 
While the negative consequences are illustrated through the singular, 
detailed Uyghur case, the positive applications are showcased across 
nine shorter examples, highlighting the diverse ways AI can support 
these communities, particularly in language revitalisation

7  See, e.g.: Nagy 2024, Kamble 2024.
8  Exceptions include the topic of racial discrimination, see e.g. Koen-Mufadi 2023.
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The second aspect pertains to the terminology. The paper will 
review existing evidence discussing both national, ethnic, linguistic, 
and religious minorities, as well as indigenous and tribal peoples, 
under the umbrella term “minoritised communities” who speak 
“minoritised languages”. Minoritised languages refer to languages 
that have been marginalised and diminished in use due to historical 
and/or ongoing colonial and globalising forces. The term encompasses 
the languages of indigenous and tribal peoples, as well as those spoken 
by autochthonous national ethnic, linguistic, or religious minorities – 
i.e., languages that are not widely spoken, often not even recognised, 
and in some cases endangered, highlighting their vulnerability and 
the need for revitalisation efforts.9 

Thirdly, this paper adopts a broad, overview-oriented perspective, 
recognising that a comprehensive examination of all forms of bias—
such as population, behavioural, content production, linking, or 
temporal biases—and their emergence across the AI lifecycle lies 
beyond the scope of this analysis.10 Instead, it seeks to highlight key 
patterns and challenges as a starting point for further investigation. In 
this sense, the study aims to make a preliminary contribution, inviting 
scholars from various disciplines to explore the manifold ways in 
which minoritised communities may experience both the empowering 
and harmful effects of AI technologies. 

Finally, for the content analysis in the Uyghur case, the study uses 
the fundamental rights enumerated under the Universal Declara-
tion of Human Rights (UDHR), the Convention on the Prevention 
and Punishment of the Crime of Genocide (Genocide Convention), 
and other UN treaties that China signed and ratified, including the 
Convention on the Elimination of Discrimination Against Women 
(CEDAW), the Convention on the Elimination of All Forms of Racial 
Discrimination (CERD), the Convention on the Rights of the Child 
(CRC), and the Convention against Torture and Other Cruel, Inhu-
man or Degrading Treatment or Punishment (CAT) as benchmarks 

9  Hornberger et al. 2023.
10  For a detailed description of these various biases, see: Olteanu et al. 2019.
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to structure the human rights violations that Uyghurs face, as these 
instruments stipulate a common set of human rights standards that 
China accepted to adhere to. 

3 Evolving Practices of Minority Disenfranchisement

Having established UN treaties ratified by China as the analytical 
benchmarks, the paper now applies these standards to the Uyghur 
case. The section that follows identifies several novel mechanisms of 
systemic disenfranchisement and maps each practice to the articles 
and treaty provisions of specific UN instruments it may violate.

For this categorisation, it’s essential to acknowledge that there are 
several competing interpretations of China’s handling of the Uyghur 
community. Some scholars, for example, contest the interpretation 
that China is committing genocide against the Uyghurs, and there-
fore argue that it is not violating the Convention against Torture, on 
the grounds that there is neither evidence of mass physical extermi-
nation nor proof of an intent to destroy the group.11 UN documents 
also refrain from using the term “genocide” in their description of the 
situation and categorise it as a set of crimes against humanity. The Of-
fice of the High Commissioner for Human Rights (OHCHR) wrote an 
overarching Assessment Report on the human rights concerns in the 
Xinjiang Uyghur Autonomous Region (XUAR) in 2022, which states 
that the extent of arbitrary and discriminatory detention of members 
of Uyghur and other predominantly Muslim groups may constitute 
crimes against humanity.12 Corroborating this approach, a Judgement 
of the Independent Tribunal into Forced Organ Harvesting from Pris-
oners of Conscience in China from 17 June 2019 established that while 
the crime of genocide against members of the Falun Gong spiritual 
movement clearly amounted to genocide, they could not be certain 
that the requisite intent of genocide was proved in the case of Uyghurs 

11  Slawotsky 2021.
12  OHCHR 2022, para 148.
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based on the cases brought before them.13 These also dovetail with the 
conclusions of Human Rights Watch and Amnesty International, as 
rights organisations that have published investigations into state prac-
tices in Xinjiang, even though the latter source also alludes to an ex-
pert report arguing that both crimes against humanity and genocide 
were currently being committed in XUAR.14

Under the current circumstances, the term genocide is more often 
used by political actors. As such, the Subcommittee on International 
Human Rights of the Standing Committee on Foreign Affairs and 
International Development of the House of Commons of Canada 
released a statement in 2020 communicating stating that “the actions 
of the Chinese Communist Party constitute genocide as laid out in 
the Genocide Convention”.15 Similarly, there was bipartisan support 
for “condemning the ongoing genocide and crimes against humanity 
being committed against Uyghurs and members of other religious and 
ethnic minority groups by the People’s Republic of China” in the US 
Congress.16 

Some academics share the general concern outlined above but 
adopt more cautious language when stating that practices such as the 
sterilisation of women and family separation in themselves tell “a story 
of people’s destruction”,17 pointing to the practice that children whose 
parents are sent to re‑education camps or other detention centres are 
transferred to boarding schools or orphanages by the state regardless 
of their age or their lack of consent for such measures. As another 
scholar put it, internment camps and inter‑generational separation 
together lead to “social death”.18 

13  Source: https://chinatribunal.com/final-judgment/, accessed: 08.11.2024.
14  Even though China has not ratified the Rome Statute of the International Criminal 
Court, this report identifies those points in Art. 7 of the Rome Statute that China’s 
conduct toward Uyghurs has violated, see Macdonald et al. 2021, 1-2.
15  Source: https://www.ourcommons.ca/DocumentViewer/en/43-2/SDIR/news-
release/10903199, accessed: 08.11.2024.
16  See H.Res.317: https://www.congress.gov/bill/117th-congress/house-resolution/ 
317/text, accessed: 08.11.2024.
17  Çiçek 2022, 279.
18  Tobin 2022, 93.

https://chinatribunal.com/final-judgment/
https://www.ourcommons.ca/DocumentViewer/en/43-2/SDIR/news-release/10903199
https://www.ourcommons.ca/DocumentViewer/en/43-2/SDIR/news-release/10903199
https://www.congress.gov/bill/117th-congress/house-resolution/317/text
https://www.congress.gov/bill/117th-congress/house-resolution/317/text
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Against this backdrop, I cite Article II of the UN’s Genocide Con-
vention below to provide additional context, as I will mention cases 
where state practice aligns with the elements of crimes defined in UN 
instruments on genocide. Based on this Convention, “genocide means 
any of the following acts committed with intent to destroy, in whole or 
in part, a national, ethnical, racial or religious group:

(a)	Killing members of the group;
(b)	Causing serious bodily or mental harm to members of the group;
(c)	Deliberately inflicting on the group conditions of life calculated 

to bring about its physical destruction in whole or in part;
(d)	Imposing measures intended to prevent births within the group;
(e)	Forcibly transferring children of the group to another group.”19

3.1 	Forced separation of families, enforced disappearances, 
arbitrary detention, lack of legal remedy

The approximately 10 million Uyghurs, a Turkic-Sunni Muslim minor-
ity, live in the westernmost province of China, Xinjiang. According to 
estimations,20 more than 10% of the community (between 1 to 2 mil-
lion people) are incarcerated in internment camps, officially dubbed by 
Chinese state officials as vocational training centres, mostly without 
access to legal remedy or due process rights, such as being informed of 
the reasons for arrest, to contest the detention before a judge, or to have 
access to lawyers and family members.21 

Reviewing statements delivered at the UN Forum on Minority Is-
sues and reports by human rights organisations, Uyghur speakers de-
scribed circumstances amounting to systemic and severe violations of 
fundamental rights.22 Many reports highlight the forced separation of 

19  Asat – Diamond 2019. 
20  Ibrahim 2021, 23.
21  For a comprehensive review of the conditions at these detention centres, see Ibid.
22  So far, 29 UN Forum statements mentioned the Uyghur community in some way, 
most of which came from the Uyghur World Congress. China is characterising this 
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families, mainly through labour transfer programs. The destinations 
of these forced relocations for parents are factories in eastern China, 
where the parents endure poor and abusive circumstances.23 This 
forced labour is characterised by coercion, including threats of fines, 
confiscation of land, denial of marriage certificates and withholding 
of wages.24 Meanwhile, children of detained Uyghurs are forcibly re-
moved from their homes and into Chinese orphanage camps. A report 
indicates that some Uyghur children held in state-run orphanage fa-
cilities have attempted suicide, including by ingesting detergent, and 
have posed questions to their Chinese caretakers whether the institu-
tion in which they are confined is, in effect, a jail.25 The same report 
states that the Chinese government has isolated these children from 
external influences to persuade them that their parents and relatives 
have forsaken or betrayed them.26 To break their roots and impose Han 
Chinese culture and religion on the youngsters, children are forced 
to eat pork, wear archaic Han Chinese garments, are not allowed to 
speak their own language and live in prison-style orphanages.27 

advocacy organisation as a “notorious secessionist organisation” whose objective is 
to separate the Xinjiang Uyghur Autonomous Region from China to establish the 
so-called “East Turkistan State”, alleging that they have close ties to terrorist organi-
sations, including the “Eastern Turkistan Islamic Movement”, which is designated as 
a terrorist organisation by the United Nation’s Security Council. Accordingly, China 
firmly opposes the attempt of the “World Uyghur Congress” and its members to uti-
lise the Forum to conduct separatist activities. See, e.g. the CPR’s Forum statement 
from 2015: https://www.minorityforum.info/database/entity/fja0vh7kvtt, accessed: 
16.10.2024. 
23  The practice of deploying forced labour among Uyghur, Kazakh and other ethnic 
minorities in sectors such as agriculture and manufacturing has been corroborated 
by UN Reports. See, e.g. one from the Special Rapporteur (SR) on contemporary forms 
of slavery, Tomoya Obokata’ from 2022: UN SR on contemporary forms of slavery 
2022, or another one by Special Rapporteur on trafficking in persons, especially wom-
en and children, Siobhán Mullally: UN SR on trafficking in persons 2022.
24  See Forum statements from 2010: https://www.minorityforum.info/database/
entity/r9ovo37ecuq, and 2011: https://www.minorityforum.info/database/entity/
xj4ehm0j1r, both accessed: 16.10.2024.
25  Uyghur Research Institute 2020, 35.
26  Ibid., 35.
27  See investigative video on this at Bitter Winter: https://www.youtube.com/
watch?v=CNAtx4FFlRQ&ab_channel=BitterWinter, accessed: 03.12.2025. 

https://www.minorityforum.info/database/entity/fja0vh7kvtt
https://www.minorityforum.info/database/entity/r9ovo37ecuq
https://www.minorityforum.info/database/entity/r9ovo37ecuq
https://www.minorityforum.info/database/entity/xj4ehm0j1r
https://www.minorityforum.info/database/entity/xj4ehm0j1r
https://www.youtube.com/watch?v=CNAtx4FFlRQ&ab_channel=BitterWinter
https://www.youtube.com/watch?v=CNAtx4FFlRQ&ab_channel=BitterWinter
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UN Provisions Potentially Violated:
UDHR: Articles 5, 9, 12.
Genocide Convention: Article 2 (b, e).
CERD: Articles 2, 5.
CRC: Articles 8, 9, 25, 30, 35
CAT: Articles 1, 2, 12, 14, 16.

3.2	Reproductive Control, Repression of Women,  
and State Encroachment on Privacy

According to analyses, “Family Planning Policy” for Uyghur women in 
China is equivalent to draining their reproductive capacity, as Uyghur 
women are made to undergo gynaecological examinations and forced 
to take birth control medication, have IUDs inserted,28 or be sterilised, 
which violates their right to health and reproductive well-being.29 Mass 
rape and sexual torture reportedly occur widely within the detention 
camps, compounded by state-sponsored inter-ethnic forced marriages 
between Uyghur women and Han Chinese men and by the state’s 
practice of placing Han male Party and government cadres in Uyghur 
households, a policy that intrudes into the private sphere of Uyghur 
women.30 

“Trampling on the belly”, “pushing electric stick inside the genital 
tract of women”, and “electrocution” were some of the torture methods 
mentioned by survivors.31 The trend of decline in the number of Uyghur 
births is statistically visible, as is the growing number of Uyghur 
women who are infertile, in the state of menopause or are widowed. 
The constant and massive influx of Han Chinese and the reproductive 
prevention of Uyghurs have made the Uyghurs a minority in their own 
land. According to a Report of the Uyghur Research Institute, citing 

28  An intrauterine device (IUD) is a type of birth control device that a healthcare 
provider inserts directly into the uterus.
29  Turdush – Fiskesjö 2021, 23.
30  Ibid., 22-38.
31  Çiçek 2022, 282.
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2005 data from Xinjiang Tongji Nianjian (Xinjiang Annual Statistics), 
of the 19.6 million total population of East Turkistan (the historical 
and geographical name for the region that largely corresponds to, and 
also encompasses, the present-day XUAR), the Uyghur population is 
8.98 million, representing 45.8% of the total population, a significant 
decrease from the 1949 proportion of over 80 percent.32 As a result 
of the intensive birth control policy implemented in East Turkistan, 
the XUAR government reported that 3.7 million births have been 
prevented in East Turkistan since its implementation in 1975. While 
the population of East Turkistan was already 20.5 million in 2006, the 
XUAR government planned to limit the population growth to 22.5 
million by 2010 by reducing the average birth rate to 1.6%.33 Starting 
in  2015, birth prevention measures and sterilisation were  imposed 
on married Uyghur women who are of childbearing age, while birth 
control policies were relaxed for ethnic Han Chinese.34

According to a report by German scholar Adrian Zen, the natural 
population growth of Uyghurs in East Turkistan has dramatically 
declined, with growth rates falling by 84% between 2015 and 2018.35 
Testimonies from several female survivors recount the process that: 
“They force us to drink white liquid and inject us. Menstrual periods 
of women stop or produce heavy bleeding as a result”. Additionally, 
the state even provides incentives to reach the goal of a diminishing 
Uyghur population, as they offer a birth prevention award of 700 USD to 
those women who choose voluntary sterilisation or IUD placements.36

Accompanying such practices is the encroachment on the private 
lives of Uyghur families through the “twin relationship” policy, also 
referred to as the “Pair Up and Become Family” campaign. This cam-
paign involves sending more than 1.6 million Han Chinese govern-
ment cadres and Communist Party members to live in the homes of 
Uyghur families. While the official position of the state is that this 

32  Uyghur Research Institute 2020, 31.
33  Ibid., 33.
34  Ibid., 33.
35  Zenz 2020.
36  Ibid., 18.
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practice fosters mutual understanding and cultural exchange between 
Han Chinese and ethnic minorities  and reduces ethnic tensions by 
promoting inclusiveness, critics argue that the real purpose is to mon-
itor and control the local population, effectively turning private spaces 
into extensions of state surveillance.37 In practice, police officers, local 
Party and government cadres, and fanghuiju — an acronym for “Visit-
ing the People”, “Benefitting the People”, and “Unite the Hearts of the 
People” — are deployed to conduct home visits for data collection. Fan-
ghuiju teams comprise officials from various agencies who have been 
deployed to villages and local communities since 2013 with the prima-
ry objective of “ensuring social stability”. Official records indicate that 
the frequency of fanghuiju visits to a family, ranging from daily to once 
every two months, varies based on the family’s classification as po-
litically “untrustworthy”. During the visits, individuals are required 
to share various information regarding their family, their “ideologi-
cal circumstances”, and their relationships with neighbours. Official 
sources indicate that these teams utilise mobile applications to guaran-
tee that the information for every household is thoroughly completed 
and submitted to the IJOP, the Integrated Joint Operations Platform, a 
high-tech monitoring system employed by China in Xinjiang, which 
was created to help the government’s “Strike Hard Campaign against 
Violent Terrorism”, track and monitor Uyghur and other minority 
communities in XUAR. 

The IJOP, as an AI-assisted computer system, is used to create 
biometric records for millions of Uyghurs in the XUAR region. The 
state uses digital surveillance systems to track Uyghurs’ movements 
and activities, including surveilling who they interact with and what 
they read. In turn, the IJOP utilises this data to determine which 
persons could be potential threats. According to reports, some of 
these individuals are subsequently detained and sent to detention 
camps, being held indefinitely without charges or trial. When the US 
Department of the Treasury imposed sanctions on the Xinjiang Public 

37  Uyghur Research Institute 2020, 26.
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Security Bureau and its previous leaders in July 2020, they characterised 
the IJOP AI platform as 

“one of the first examples of governments using AI for racial 
profiling. According to press reporting, the IJOP technology 
looks exclusively for Uyghurs, based on their appearance, 
and keeps records of their movements. The mass detention of 
Uyghurs is part of an effort by PRC authorities to use detentions 
and data-driven surveillance to create a police state in the 
Xinjiang region”.38

UN Provisions Potentially Violated:
UDHR: Articles 3, 5, 12, 16.
Genocide Convention: Article 2 (b, c, d), 3, 4, 5 (a, b, d), 6
CEDAW: Articles 1, 2, 5, 11, 12, 13, 16.
CERD: Articles 2, 5.
CRC: Articles 8, 16.
CAT: Articles 1, 2, 16.

3.3	Political Indoctrination, Forced Assimilation,  
and Targeted Punishments

Based on reports, political indoctrination takes place in internment 
camps on a daily basis. These include singing patriotic songs, watching 
propaganda programs, and memorising the  books of President Xi 
Jinping. When a detainee fails the test to recall the content of these, 
they are deprived of food and exposed to torture. The images and 
slogans of the President are exhibited across the walls of the camps. 
Human Rights Watch interviewed relatives of detainees held in these 
”political education facilities” who said that their relatives were being 
detained for a number of unsubstantiated reasons. In these detention 
facilities, detainees are required to recite Chinese and Xinjiang laws and 

38  US Treasury 2019, para 9.
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policies. They are compelled to watch pro-government propaganda 
videos and to renounce their ethnic and religious identities, reciting 
slogans such as “religion is harmful” and “learning Chinese is part 
of patriotism.”39 One survivor mentioned in a Report of the Uyghur 
Research Institute that: 

“Before meals, we had to stand and say, ‘We feel grateful for 
the Party, grateful for the Motherland, grateful for President Xi; 
Long live for President Xi, without Xi Jinping, without the Party, 
we would have nothing!‘ then we were allowed to sit and eat, 
and after the food, we repeated those slogans again … because 
I don’t speak Chinese and cannot pronounce it properly, I was 
often get punished. I was electrocuted always, and sometimes 
they locked me in a small metal cage like a dog poured freezing 
cold water on me”.40 

Based on another testimony corroborated by three separate inmates, 

”We have to learn red songs and sing red songs every morning if 
one person couldn’t learn, all of the others would have no lunch. 
We have to praise Xi Jinping before food. After lunch, we had an 
hour’s break, but we were not allowed to talk to each other or walk. 
If anyone broke the rules, they would be physically punished. 
They could watch us everywhere, even in the toilet. In the after-
noon, we had to learn Chinese characters and speak Mandarin. 
After dinner, we started to write self-criticism and memorise it”. 

UN Provisions Potentially Violated:
UDHR: Articles 2, 5, 9, 18, 19.
Genocide Convention: Article 2 (b, e).
CERD: Articles 2, 5.
CAT: Articles 1, 2, 16.

39  See: https://www.hrw.org/news/2017/09/10/china-free-xinjiang-political-education- 
detainees, accessed: 03.12.2025.
40  Uyghur Research Institute 2020, op. cit. 27.

https://www.hrw.org/news/2017/09/10/china-free-xinjiang-political-education-detainees
https://www.hrw.org/news/2017/09/10/china-free-xinjiang-political-education-detainees
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3.4	Reshaping the Cultural Landscape, Criminalisation 
of Identity Markers, and Restrictions on Religious 
Expression

Relevant reports suggest that Uyghur identity, freedom of religion, 
cultural expressions, and language are constrained in the XUAR. Pol-
icies prohibiting Uyghur children from receiving religious education, 
the demolition of mosques, and restrictions on religious rituals out-
side state-sanctioned locations are frequently observed. State educa-
tional policies encourage Uyghurs and other ethnic minority students 
to enter Han Chinese schools and become “Min Kao Han”. The term 
Min Kao Han, which literally means “ethnic minorities taking exams 
in Chinese”, refers to an education system where ethnic minority stu-
dents, particularly from regions like Xinjiang, are taught in Mandarin 
Chinese (Putonghua) instead of their native languages. This is part of 
a broader policy that promotes Mandarin Chinese as the primary lan-
guage of instruction, which is viewed as a means of assimilation into 
the dominant Han Chinese culture.41 

Anti-terrorism legislation has increasingly criminalised Uyghur 
cultural and religious activities.42 The Chinese government has 
disseminated a list of 75 behavioural indicators of religious extremism, 
particularly in Xinjiang.43 Although the list contains some reasonable 
examples of incitement to violence, such as “inciting the Holy War”, 
many, if not the majority, of the indicators are exceedingly questionable. 
These include individuals who store a substantial amount of food 
in their homes, those who abruptly cease smoking and drinking, or 
individuals who buy or store items such as dumbbells, boxing gloves, 

41  Ibid., 9-10.
42  See UN Forum statements from 2012: https://www.minorityforum.info/
database/entity/pwjiqerfo69, 2015: https://www.minorityforum.info/database/
entity/68dwueixtmq, and 2016: https://www.minorityforum.info/database/entity/
gcpqyq8fllp, accessed: 16.10.2024.
43  For the English translation of this material, see the homepage of the University of 
British Columbia at: https://xinjiang.sppga.ubc.ca/chinese-sources/online-sources/
identifying-religious-extremism/, accessed: 03.12.2025.

https://www.minorityforum.info/database/entity/pwjiqerfo69
https://www.minorityforum.info/database/entity/pwjiqerfo69
https://www.minorityforum.info/database/entity/68dwueixtmq
https://www.minorityforum.info/database/entity/68dwueixtmq
https://www.minorityforum.info/database/entity/gcpqyq8fllp
https://www.minorityforum.info/database/entity/gcpqyq8fllp
https://xinjiang.sppga.ubc.ca/chinese-sources/online-sources/identifying-religious-extremism/
https://xinjiang.sppga.ubc.ca/chinese-sources/online-sources/identifying-religious-extremism/
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maps, compasses, telescopes, ropes, and tents without apparent 
justification.44 

As per relevant sources, the arbitrary detention of Uyghurs, often 
under the guise of counter-terrorism efforts, is a widespread practice. 
Numerous accounts report a culture of impunity whereby Chinese se-
curity personnel are permitted to use violence against Uyghurs with-
out repercussions. Instances of Uyghurs being shot or killed by security 
forces during demonstrations are noted, with no further investigations 
undertaken. A  mere suspected role in violence is enough to trigger 
a lethal response from Chinese police authorities. Those not killed but 
apprehended are systematically denied access to legal representation, 
family visits, and adequate detention conditions, often facing severe 
human rights abuses. This practice is extended to prominent Uyghur 
intellectuals and activists, such as economist Ilham Tohti,45 a moderate 
critic of state policies who in 2014 was sentenced to life in prison on 
politically motivated and fabricated charges of separatism.46 

His case is not isolated. UN officials, including Alexandra Xanthaki, 
Special Rapporteur in the field of cultural rights, have called on China 
to end the repression of Uyghur cultural expression, citing cases such as 
that of Yaxia’er Xiaohelaiti, sentenced to three years’ imprisonment on 
charges of “promoting extremism” and “illegally possessing extremist 
materials” for producing Uyghur-language music and holding Uyghur 
books central to the community’s cultural heritage, and that of Rahile 
Dawut, the prominent ethnographer who was forcibly disappeared in 
2017 while traveling to Beijing and later reportedly sentenced to life 
imprisonment for alleged separatism, yet her fate and whereabouts 
remain unacknowledged by authorities.47

44  See also: https://www.hrw.org/sites/default/files/report_pdf/china0918_web.
pdf, accessed: 24.10.2024, as well as Burnay – Pils 2020 for a broader assessment of 
these policies within the context of China’s approach to citizenship.
45  Ilham Tohti was awarded the Sakharov Prize for Freedom of Thought by the Eu-
ropean Parliament in 2019.
46  See UN Forum statement from 2014: https://www.minorityforum.info/database/
entity/zfkon3sazp, accessed: 03.12.2025.
47  See UN SR in the field of cultural rights et al. 2025.

https://www.hrw.org/sites/default/files/report_pdf/china0918_web.pdf
https://www.hrw.org/sites/default/files/report_pdf/china0918_web.pdf
https://www.minorityforum.info/database/entity/zfkon3sazp
https://www.minorityforum.info/database/entity/zfkon3sazp
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Accounts provided by Farkhat Ibragimov, former OHCHR Minority 
Fellow from Kyrgyzstan, summarise the situation as follows: 

“People are being detained on ‘ridiculous charges’, such as ‘ab-
normally long beards’ or ‘wearing veils’. Detainees are not al-
lowed to pray, forced to eat pork and drink alcohol. The Chi-
nese authorities created a list of banned ‘overly religious’ names, 
mostly of Arabic origin. China has destroyed thousands of 
mosques, historical buildings and graveyards in an attempt to 
vanish all non-Chinese cultural heritage. The government en-
courages Han men to marry Uyghur and other minority women. 
This appears to be a tactic intended to assimilate Uyghurs into 
Han society. Children of arbitrarily detained Uyghurs are being 
sent to state-run orphanages, where they are forced to embrace 
the Chinese culture, language and lifestyle” …. there is also the 
so-called ‘Family friends’ practice whereby “Han men spend 
weeks in Uyghur households ending up with sexual harass-
ment, non-consensual sex, and interference with many cultural 
and religious customs …. An Uzbek teacher from Xinjiang in a 
camp recalled one Uyghur woman saying that ‘rape has become 
a culture’.”48

Other survivors also mentioned practices that were not only physically 
painful but also deliberately violated their cultural customs: 

“Once they gave us soup for dinner. We were starved, and we 
drank the soup. But it had a strange taste. Later they said it was 
made with pig heads. I vomited, then they took me out  and 
stabbed me, it didn’t stop until both my mouth and my nose 
were bleeding. I lost one of my teeth and fainted, then they 
poured salty cold water on me” another inmate said: “Chinese 
officials broadcast political propaganda through loudspeakers 

48  See UN Minority Forum statement from 2023: https://www.minorityforum.info/
database/entity/geu6pwredpj, accessed: 03.12.2025.

https://www.minorityforum.info/database/entity/geu6pwredpj
https://www.minorityforum.info/database/entity/geu6pwredpj
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in the cells. Some people fainted or went crazy because of it. 
They forced us to 	 drink alcohol and eat pig heads.”49

UN Provisions Potentially Violated:
UDHR: Articles 5, 9, 18, 19, 22, 26, 27.
Genocide Convention: Article 2 (b, c, e).
CEDAW: Articles 1, 5, 12.
CERD: Articles 2, 5.
CRC: Articles 8, 14, 20, 30.
CAT: Articles 1, 2, 16

4 How does AI come to this picture? 

The purpose of the detailed description in the previous sections was 
to provide an accurate account of the practices employed by state 
institutions in China, practices that are increasingly facilitated by the 
AI-powered systems discussed in this section. Before turning to these 
technologies, it is worth noting that AI systems designed to support law 
enforcement and judicial decision-making pose significant challenges 
even within liberal democracies.

Take, for example, the Correctional Offender Management Profile 
and Assessment System (COMPAS). This AI algorithm was introduced 
in 2000 as a risk assessment and case management system designed 
to evaluate the likelihood of recidivism and rehabilitation needs of 
offenders in the US. Research found that COMPAS’s algorithm seems 
to disproportionately classify minority offenders, thereby proposing 
unfair or biased actions against them. More specifically, the COMPAS 
formula was more likely to falsely flag black defendants as future 
criminals. They were twice as likely to get a false positive high-risk 
score as white defendants.50

49  Both quotes are from: Uyghur Research Institute 2020, 28.
50  Angwin 2016.



Attila Dabis: Dual Roles and Rights Implications…

151

Furthermore, individuals from these minorities are more often reg-
istered in criminal database systems due to their greater rates of arrest 
and involvement in criminal law processes compared to their propor-
tion in the total population. This generates a vicious circle by creating 
an increased detection of minority individuals, intensifying the incen-
tives for policing already over-surveilled minority populations. On the 
other hand, facial recognition programs, when trained on alternative 
biometric datasets, such as whiteness, maleness, and physical ability, 
result in significant shortcomings at the intersection of people with 
racialised, queer, gendered, classed, and disabled characteristics.51 
Faraldo’s analysis revealed that the use of AI-powered facial recogni-
tion technologies may lead to numerous complications, even in liberal 
democracies; however, these negative consequences can be significant-
ly exacerbated under authoritarian governments.52

As a surveillance state, China deploys a highly developed, AI-
powered surveillance system to monitor every citizen. The bulk of 
human rights violations mentioned in the previous chapter rests on 
this AI-powered surveillance capacity, including identifying not just 
the individuals’ acts but also their ethnicity based on facial markers, a 
task that can be carried out with very high precision, as demonstrated 
by a study.53 

Complementing digital surveillance capabilities, the Chinese state 
machinery is functioning under a “grid-style” social management 
scheme. This approach divides urban areas and some rural townships 
into geometric grids, with some sections measuring as little as 100 m2. 
Each zone is governed by a grid captain and a cadre of security personnel 
who are individually accountable for maintaining peace and stability. 
51  Faraldo 2023, 46.
52  Academic literature assigns many descriptions of the Chinese political system. 
While some argue that China has implemented behind-the-scenes reforms to achieve 
some benefits of democratisation while maintaining single-party control, making it a 
competitive autocracy rather than a dictatorship (Ang 2018), others claim that China’s 
system of government under Xi Jinping has transformed into a new, more ideological 
and dictatorial regime (Ringen 2016). For purposes of this study, I will use the term 
“authoritarianism”.
53  This research included the collection of a dataset comprising facial images of stu-
dents from the Uyghur, Tibetan, and Korean ethnic groups: Wang et al. 2019.
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In the regional capital, Ürümqi, the roughly 825 km² urban area has 
been divided into 6,281 grid units, each staffed by a share of the city’s 
41,000 “community workers” responsible for information collection and 
maintaining public order.54 This means that in the capital, one grid has 
an average size of 131 m² with an average of 20 “community workers” 
actively gathering information on Uyghur citizens. This indicates that 
an average “community worker” is accountable for overseeing just 6.5 
m² of land in their monitoring activities. 

There are thousands of high-definition, fully automated web cam-
eras and face-recognition cameras, especially around mosques and 
train stations. In 2016, the Public Security Bureau began the systematic 
collection of biometric data from all residents of Xinjiang, including 
3D portraits, voiceprints, fingerprints and DNA  markers. All focus 
personnel deemed a threat to regime stability, along with their family 
members, must have their biometrics collected irrespective of their age. 
Authorities are collecting biodata through various methods. DNA and 
blood types are being gathered through a free annual physical exami-
nation initiative dubbed “Physicals for All”, generating the appearance 
that the medical intervention is for the subject’s benefit, even though 
they are not informed about the authorities’ aims to collect, keep, or 
use sensitive DNA  data.55 “Xinjiang authorities should rename their 
physical exams project ‘Privacy Violations for All’, as informed consent 
and real choice do not seem to be part of these programs,” said Sophie 
Richardson, China director of Human Rights Watch. “The mandato-
ry data banking of a whole population’s biodata, including DNA, is 
a gross violation of international human rights norms, and it’s even 
more disturbing if it is done surreptitiously, under the guise of a free 
health care program.”56 Leibold estimated in 2020 that the security sec-
tor in Xinjiang is worth an estimated 1.3 billion USD (approximately 
425 billion HUF on currency prices valid as of 03 December 2025).

54  Leibold 2020, 50.
55  See: https://www.hrw.org/news/2017/12/13/china-minority-region-collects-dna- 
millions, accessed: 03.12.2025.
56  Ibid., para. 3.

https://www.hrw.org/news/2017/12/13/china-minority-region-collects-dna-millions
https://www.hrw.org/news/2017/12/13/china-minority-region-collects-dna-millions
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This was a modest calculation based on a June 2023 Briefing Report 
of the World Uyghur Congress. Accordingly, the two largest state-
owned enterprises involved in the mass surveillance of Uyghurs, 
Hikvision and Dahua alone have executed contracts worth at least 
$1.2 billion for 11 separate, large-scale surveillance projects in the 
Uyghur region.57 These companies are also among the leading global 
manufacturers and suppliers of such video surveillance apparatus. In 
2021, Hikvision and Dahua accounted for over a third of the world’s 
market for security cameras, estimated at $35 billion in total.58 Both 
companies are engaged in designing, implementing, and managing 
CCTV technology throughout the region’s public checkpoints, 
mosques, factories, detention facilities, and schools.59 Both businesses 
have created software for ethnic minority recognition, capable of 
automating the identification of Uyghur faces based on physiological 
characteristics and monitoring their movements. This intelligence 
is employed to justify the arbitrary detention of Uyghurs and other 
Turkic ethno-religious communities in the area. 

Evidence substantiates the participation of both Hikvision and Da-
hua in surveillance operations within and surrounding the detention 
camps in East Turkistan. Human Rights Watch disclosed that Hikvi-
sion possesses a tailored interrogation solution for the PRC that inte-
grates with tiger chairs, that is metal restraining devices employed by 
Chinese authorities to secure detainees’ wrists and feet during inter-
rogation.60 Hikvision’s AI-integrated solution enables the recording of 
interrogation sessions and the immediate printing of transcripts for 

57  World Uyghur Congress 2023, 2.
58  More figures and data are available in the briefing note of the Uyghur Human 
Rights Project dated 17 October 2023, available at https://uhrp.org/report/hikvisions-
links-to-human-rights-abuses-in-east-turkistan/, accessed 03.12.2025.
59  Such projects often reach outside the XUAR borders. For example, Hikvision won 
a $9m PRC ”Smart Campus” project in mid-2022 to establish an AI-powered system 
for Minjiang University that alerts administrators to any ethnic minority students 
“suspected of fasting” during Ramadan based on “dining records.” The procurement 
also involved building capacity that tracks what books they borrow, their holiday 
destinations, passport usage, and family information. See: https://ipvm.com/
reports/hikvision-fasting, accessed: 03.12.2025.
60  Source: https://ipvm.com/reports/hikvision-interrogation, accessed: 03.12.2025.

https://uhrp.org/report/hikvisions-links-to-human-rights-abuses-in-east-turkistan/
https://uhrp.org/report/hikvisions-links-to-human-rights-abuses-in-east-turkistan/
https://ipvm.com/reports/hikvision-fasting
https://ipvm.com/reports/hikvision-fasting
https://ipvm.com/reports/hikvision-interrogation
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detainees to sign on the spot. The solution can monitor detainees’ vital 
signs and automatically alert if they exhibit any excessive movements. 
Rights groups assert that interrogations are frequently employed to 
elicit coerced confessions within the Chinese legal framework.61

As relevant additional information, it is worth mentioning that 
Hikvision and Dahua cameras are widely used throughout the UK, 
from government departments to nurseries  and grocery stores (e.g., 
TESCO). Research undertaken by Big Brother Watch has revealed that, 
as of 2020, at least five Government departments, over half of NHS 
trusts, one-third of police forces, and 60% of schools were using CCTV 
implicated in the Chinese government’s human rights abuses.62 China is 
also exporting its digital authoritarianism “know-how” to developing 
countries in Africa,63 such as Zimbabwe, Angola, or Ethiopia,64 through 
emerging companies like Yitu,65 or Megvii Technology Limited.66

A recent report by the Open Technology Foundation drew attention 
to the fact that Chinese authorities began requiring citizens in Xin-
jiang to install the Android app known as Jingwang, or “clean internet”. 
This application is designed to collect extensive data on users, which 

61  Tiger chairs are torture devices used primarily in Chinese detention facilities. These 
steel chairs are designed to immobilise detainees through the use of affixed leg irons 
and handcuffs, often forcing them into painful and unnatural positions for extended 
periods, sometimes lasting days, which can lead to severe physical discomfort and 
psychological distress: https://www.hrw.org/report/2015/05/13/tiger-chairs-and-
cell-bosses/police-torture-criminal-suspects-china, accessed: 03.12.2025.
62  Big Brother Watch 2022, 32.
63  Digital authoritarianism was defined by the Committee on Foreign Relations of 
the United States Senate in its session on 21 July 2020 as “the use of ICT products 
and services to surveil, repress, and manipulate domestic and foreign populations”: 
ht tps://www.govinfo.gov/content/pkg/CPRT-116SPRT42356/html/CPRT-
116SPRT42356.htm, accessed: 03.12.2025.
64  Source: https://www.cfr.org/blog/exporting-repression-chinas-artificial-intelli-
gence-push-africa, accessed: 03.12.2025.
65  Yitu claims that their “Dragonfly Eye” system requires only three seconds to 
identify an individual within its database comprised of 1.8 billion photographs, 
making it so effective that their facial-recognition technologies won top awards from 
the U.S. National Institute of Standards and Technology and the U.S. intelligence 
community’s Intelligence Advanced Research Projects Activity (IARPA) program: 
Feldstein 2019, 49.
66  Polyakova – Meserole 2019.

https://www.hrw.org/report/2015/05/13/tiger-chairs-and-cell-bosses/police-torture-criminal-suspects-china
https://www.hrw.org/report/2015/05/13/tiger-chairs-and-cell-bosses/police-torture-criminal-suspects-china
https://www.govinfo.gov/content/pkg/CPRT-116SPRT42356/html/CPRT-116SPRT42356.htm
https://www.govinfo.gov/content/pkg/CPRT-116SPRT42356/html/CPRT-116SPRT42356.htm
https://www.cfr.org/blog/exporting-repression-chinas-artificial-intelligence-push-africa
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includes personal information, location tracking, and communication 
monitoring. The app extracts a phone’s IMEI, MAC Address, manufac-
turer, model, phone number, subscriber ID, and filenames with hashes 
for all files stored on the person’s device. Furthermore, it scans the de-
vice’s external storage for files, looking for those it deems as “danger-
ous” by recording the name, path, size, and MD5 hash of the file and 
comparing it to a list of file hashes received from the server. If a file is 
identified as “dangerous,” the user will be prompted to delete the file. 
Essentially, any user with this app installed will have every file stored 
on their device sent to an unknown entity for monitoring. Due to its 
effectiveness, the police continue to physically check Uyghur individ-
uals’ phones on the streets of Xinjiang to ensure they have installed 
the app. 67

Ever since the Chinese government began the “Strike Hard Cam-
paign against Violent Terrorism” in May 2014, as a response to the 2009 
Ürümqi riots, they have been ramping up their efforts against “violent 
extremism”.68 According to a Human Rights Watch forensic investiga-
tion, between 2017 and 2018, police conducted nearly 11 million search-
es of 1.2 million mobile phones in Ürümqi, with a population of 3.5 
million.69 It is precisely for these large data sources that the Chinese 
surveillance machinery requires AI tools that can quickly and easily 
navigate this vast pool of information, which is why they established 
the aforementioned big data-based platform, the IJOP. 

Under the Strike Hard Campaign, Xinjiang authorities have col-
lected biometric data, including DNA samples, fingerprints, iris scans, 
and blood types, from all residents in the region between the ages of 
12 and 65. The system collects and combines information from police 

67  Lynn 2018.
68  On 5 July 2009, a riot erupted in Ürümqi, the capital of Xinjiang, initially 
stemming from a peaceful protest. While the initial incident started out as a quarrel 
with ethnically Han workers at a factory, in the end, the incident resulted in over 
1,700 injuries and 197 fatalities, involving thousands of rioters, predominantly ethnic 
Uyghurs. Communist China since the pro-democracy protests at Tiananmen in 1989: 
Jai 2016.
69  Source: https://www.hrw.org/news/2023/05/04/china-phone-search-program-
tramples-uyghur-rights, 03.12.2025.

https://www.hrw.org/news/2023/05/04/china-phone-search-program-tramples-uyghur-rights
https://www.hrw.org/news/2023/05/04/china-phone-search-program-tramples-uyghur-rights


III. fejezet: Aktualitások

156

reports, vehicle checkpoints, banking and healthcare records, vehicle 
ownership records, and legal records into a single database for police 
reference. Authorities have also required residents to provide voice 
samples when applying for passports. All of this data is being entered 
into the IJOP’s centralised, searchable databases.70 Another data source 
is “wifi sniffers,” which are software programs that track and analyse 
traffic on wireless networks to collect the unique identifying addresses 
of computers, smartphones, and other networked devices. It records 
data packets sent over a wireless network so that IJOP officials can 
examine their contents. The IJOP also receives information such as li-
cense plate numbers and citizen ID card numbers from some of the 
region’s countless security checkpoints and from “visitors’ manage-
ment systems” in access-controlled communities. The vehicle check-
points transmit information to IJOP and “receive, in real-time, predic-
tive warnings pushed by the IJOP” so they can “identify targets… for 
checks and control.” Collecting these biometrics is part of the govern-
ment’s drive to form a “multi-modal” biometric portrait of individuals 
and to gather more data about its citizens.71

Perhaps it’s not surprising that in a recent study, China has been 
ranked the world’s No. 1 for its extensive and invasive use of biometric 
data, according to a study of 50 countries by pro-consumer technology 
website Comparitec.72

4.1 Social Credit Systems

This summary of developments leads us to the Chinese Social Credit 
Systems (SCS), where AI systems are used on the big data collected 
by the SCS to expand the use of automated, data-driven systems for 

70  See: https://www.hrw.org/report/2019/05/01/chinas-algorithms-repression/
reverse-engineering-xinjiang-police-mass, accessed: 03.12.2025.
71  See more details here: https://www.hrw.org/report/2019/05/01/chinas-algorithms- 
repression/reverse-engineering-xinjiang-police-mass#_ftn33, accessed: 03.12.2025.
72  Source: https://www.scmp.com/news/china/society/article/3040710/china-worlds- 
worst-invasive-use-biometric-data, accessed: 21.10.2024.

https://www.hrw.org/report/2019/05/01/chinas-algorithms-repression/reverse-engineering-xinjiang-police-mass
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social control and social engineering.73 Instead of being a monolithic 
scoring system for each citizen, the SCS constitutes a complex web 
of interrelated activities, regulations, and technologies designed to 
influence individual and business behaviour. The SCS fundamentally 
integrates social and behavioural digital data with AI to evaluate and 
rank individuals and corporations, administering rewards or penalties 
based on diverse parameters. The scope of data collection extends 
beyond basic public records to include financial transactions, health 
records, employment status and compliance with civil duties. This 
information provides a multi-dimensional profile of a citizen’s public, 
private and financial life. Citizens can also contribute data points, 
either voluntarily or as part of required interactions with government 
services. Research shows that among the approximately three dozen 
different Social Credit Systems (SCS) run by local governments in 
China, the one operating in Xinjiang is among the most restrictive. 
People can’t opt out of the System, they are not asked for their consent 
to participate in the SCS, and there is no respect for privacy or open 
collaboration with citizens.74 The effects of low SCS scores can be 
substantial:

Blacklisting: Uyghurs with low social credit scores may be subject to 
blacklisting, thereby restricting their access to essential services, in-
cluding bank loans, employment, education, and public transporta-
tion. Blacklists may be triggered by activities such as participating in 
religious ceremonies like prayer or fasting, which the Chinese govern-
ment might perceive as indicators of extremism.

Restricted Access to Employment and Services: A low social credit 
score may lead to job discrimination. Uyghurs deemed disloyal to the 
Party or displaying “untrustworthy behaviour” may face job loss or 
exclusion from specific career possibilities, especially in government 
roles or state-owned firms. Individuals with low scores may also face 

73  Creemers 2018.
74  Agrawal 2022.
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restrictions in accessing services such as housing, healthcare, and so-
cial benefits.

Restricted Internet and Social Media Use: The social credit system 
surveils the internet activity of Uyghur residents. Uyghurs are fre-
quently monitored for their online activities, and posting or sharing 
anything that criticises the government, participating in religious 
discourse, or communicating with individuals abroad may lead to in-
ternet outages, monitoring, or arrest. Utilising encrypted messaging 
services or VPNs is perceived as dubious and may diminish an indi-
vidual’s social credit score.

Restriction on Mobility: Perceived disloyalty or non-compliance with 
state policies can adversely affect social credit scores, leading to travel 
bans or difficulties obtaining transportation tickets or passports.75 
Based on reports of rights organisations, the Chinese government has 
long weaponised access to passports as a means of control, which is 
why  a potential crisis of statelessness is looming over Uyghurs. For 
political reasons, the Chinese government is denying Uyghurs the 
renewal of their expiring passports at diplomatic missions. While 
Chinese foreign embassy officials tell Uyghurs that the only way to 
renew a passport is to return to China, some of those who have done 
so have reportedly disappeared.76

5 Digital minoritisation

Whereas the previous chapter examined the manifold ways through 
which AI tools may be misused to the detriment of minority groups, 
the present chapter introduces an additional layer of complexity to this 
discussion. Specifically, it highlights how languages and cultures that 
hold dominant positions in the “real world” may themselves become 

75  For a comprehensive overview of how the SCS works, see, among others: Liang et 
al. 2018., and Loubere et al. 2018., or Qiang 2019.
76  Uyghur Human Rights Project 2020, 3.
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minoritised within the emerging “digital world,” thereby generating 
new forms of asymmetry.

The already robust global dominance of English is further exacer-
bated in the digital world through AI tools. This gives birth to a new 
phenomenon called “digital minoritisation”, which occurs when a ma-
jority language in the real world becomes a minority language in the 
digital world. This is the case with Icelandic.77 LLMs, like OpenAI’s 
GPT, Anthropic’s Claude, Meta’s LLaMA etc, are trained on vast quan-
tities of textual data (aka corpus), the majority of which is comprised of 
English and other predominant languages, meaning they lack equiva-
lent capabilities or depth of comprehension in lesser-spoken languag-
es. While certain models have advanced over time, they do not consist-
ently produce accurate and coherent output in minoritised languages, 
calling into question the situation of digital language equality.78

To counter these adverse effects, the Icelandic government has 
teamed up with OpenAI to increase efforts to preserve its native 
language. This collaboration aims to train GPT-4 for complex Icelandic 
applications, enabling the country to interact with OpenAI models 
in their native language. This model will then be applied to voice 
assistants like Embla and Icelandic-speaking chatbots for websites. 79

While UNESCO’s Atlas of the World’s Languages in Danger en-
list well over a hundred languages in the EU that are at some level of 
endangerment,80 another study concluded that 21 out of 30 Europe-
an languages assessed have weak or non-existent digital assistance.81 
77  Ro ̈gnvaldsson et al. 2012.
78  Digital language equality refers to a condition in which all languages possess 
sufficient technological infrastructure and computational resources to sustain their 
everyday use, enable their further development, and ensure their long-term vitality in 
the digital sphere. See: Giagkou on the event: “Towards full digital language equality 
in a multilingual European Union” that took place on 08-11-2022 here: https://www.
europarl.europa.eu/cmsdata/257076/Giagkou.pdf, accessed: 11.10.2024. 
79  Read more about how Iceland is using GPT-4 to preserve its language here: 
https://openai.com/index/government-of-iceland/, accessed: 11.10.2024.
80  Moseley 2010.
81  For a summary of the Report findings see: https://www.manchester.ac.uk/about/
news/most-european-languages-in-danger-of-digital-extinction/, for the full report 
and other related analysis of the META-NET White Papers series visit: https://www.
springer.com/series/10412, accessed: 11.10.2024.

https://www.europarl.europa.eu/cmsdata/257076/Giagkou.pdf
https://www.europarl.europa.eu/cmsdata/257076/Giagkou.pdf
https://openai.com/index/government-of-iceland/
https://www.manchester.ac.uk/about/news/most-european-languages-in-danger-of-digital-extinction/
https://www.manchester.ac.uk/about/news/most-european-languages-in-danger-of-digital-extinction/
https://www.springer.com/series/10412
https://www.springer.com/series/10412
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This report, made by META-NET, a European network that consists 
of 54 research centres in 33 countries, examined language technology 
support for each European language in four different areas: automatic 
translation, speech interaction, text analysis and the availability of lan-
guage resources. They concluded that Dutch, French, German, Italian 
and Spanish are considered to have “moderate support”. Languages 
such as Basque, Bulgarian, Catalan, Greek, Hungarian and Polish ex-
hibit “fragmentary support”, which also places them in the set of high-
risk languages. Finally, several languages, like Icelandic, Latvian, Lith-
uanian and Maltese, received the lowest score in all four areas, making 
them the most vulnerable among the analysed languages. 

This report shows that in an AI-driven future, even the majority 
languages of titular nations might not enjoy the same dominance in the 
digital world that speakers of that language might have gotten used to 
in their daily, physical lives. This is particularly noteworthy considering 
that one of the fundamental issues in minority rights litigation pertains 
to disputes involving the use of minoritised languages, particularly in 
public administration and educational institutions.82

6	 The Potential of AI for the Preservation  
of Minoritised Cultures

Minority language revitalisation represents one of the domains in 
which AI has the potential to effect meaningful improvements in the 
lives of minoritised communities and the vitality of their languages. It 
pertains to initiatives aimed at reviving and promoting the use of en-
dangered languages. This process involves several techniques, includ-
ing language documentation, educational programs, and community 
campaigns, to promote the use of the language in everyday life.

82  Evidence for this can be found in the reports issued by the Committee of Experts 
under the European Charter for Regional or Minority Languages: https://www.
coe.int/en/web/european-charter-regional-or-minority-languages/reports-and-
recommendations, accessed: 11.10.2024.

https://www.coe.int/en/web/european-charter-regional-or-minority-languages/reports-and-recommendations
https://www.coe.int/en/web/european-charter-regional-or-minority-languages/reports-and-recommendations
https://www.coe.int/en/web/european-charter-regional-or-minority-languages/reports-and-recommendations


Attila Dabis: Dual Roles and Rights Implications…

161

The UN categorises minority rights into four main pillars: I.) pro-
tection of existence; II.) protection of culture and identity; III.) non-dis-
crimination; and IV.) effective participation in decision-making.83 AI 
tools in the service of language revitalisation belong under the second 
pillar, as they can help empower communities through digital tools 
that enable them to proactively safeguard their language and culture. 
Such systems thus have the potential to support minority communi-
ties in implementing their internationally protected rights to maintain 
and develop their identities, as stipulated among others in the Frame-
work Convention for the Protection of National Minorities, the Euro-
pean Charter for Regional or Minority Languages, and for indigenous 
communities, in the International Labour Organisation’s Convention 
No. 169 from 1989 on Indigenous and Tribal Peoples. Another potential 
positive effect is that AI tools designed to support language revitali-
sation may, under appropriate conditions, help expand the spaces in 
which members of such communities can receive and impart informa-
tion and ideas in their minority languages, including within digital 
and online environments.

Examples of such systems appear in a range of settings, among 
them several important initiatives originating from Native American 
communities. There are approximately 300,000 to 700,000 members of 
the Cherokee people, most of whom reside in the state of Oklahoma.84 
Despite this relatively large number, only 2,000 fluent first-language 
Cherokee speakers remain in the world, and their numbers are declining 
every year. The ChREn (Cherokee-English Parallel Dataset) project 
aims to change this.85 ChrEn is a low-resource dataset of 14.151 pairs of 
sentences with around 313K English tokens and 206K Cherokee tokens. 
The parallel corpus is accompanied by a monolingual Cherokee dataset 
that documents around 5.000 sentences mostly derived from Cherokee 
monolingual books, which also enables semi-supervised learning. 
Both datasets are mostly derived from Cherokee monolingual books. 
Apart from documentation, the project also includes the development 

83  See paragraph 41, Secretary-General of the United Nations 2014.
84  See: https://www.britannica.com/topic/Cherokee-people, accessed: 04.12.2025.
85  Zhang 2020

https://www.britannica.com/topic/Cherokee-people
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of several machine translation tools that work between Cherokee and 
English, as well as between English and Cherokee. 

Apart from ethical considerations voiced by academics,86 and 
research institutes,87 a technical challenge in training LLMs on native 
American language materials lies in the fact that all these languages 
are polysynthetic. A polysynthetic language is a type of language in 
which single words are made up of many smaller parts that each carry 
specific meanings. These smaller parts, called morphemes, include 
roots, which carry the core meaning. These are then often modified 
through agglutination, where affixes, prefixes, suffixes, or infixes are 
added to a root word to modify its meaning or grammatical function. In 
a polysynthetic language, speakers often combine multiple morphemes 
into a single, long word to express what would require a whole sentence 
in languages like English. For example, in a polysynthetic language, 
a single word may convey information about who is performing an 
action, what the action is, when it occurred, and who or what it affects. 
This ability to pack a lot of meaning into a single word is a key feature 
of polysynthetic languages and a challenge for NLP practitioners to 
transform these into usable AI models88 through tokenisation,89 or by 
using byte-level models.90

Apart from the US, Canada is also making progress in AI-related 
language revitalisation. A notable example is the First Languages AI 
Reality (FLAIR) initiative, developed at the Mila – Quebec Artificial 
Intelligence Institute.91 The project aims to develop speech recognition 
models for endangered indigenous languages, such as Inuktitut, Cree 

86  Zhang 2022.
87  See, e.g.: https://www.sshrc-crsh.gc.ca/society-societe/community-communite/
indigenous_research-recherche_autochtone/index-eng.aspx, accessed: 04.12.2025.
88  See, e.g.: Schwartz et al. 2020., Kann et al. 2020.
89  Tokenisation involves splitting human-readable text into smaller, machine-readable 
units called tokens. These tokens can be words, sub-words, or characters, and the 
process of tokenisation often includes preprocessing steps like removing punctuation 
and converting text to lowercase. See e.g.: Mullen et al. 2018.
90  Xue et al. 2021.
91  Homepage of MILA: https://mila.quebec/en/about/about-mila, homepage of 
the FLAIR initiative: https://mila.quebec/en/ai4humanity/applied-projects/first-
languages-ai-reality, accessed: 11. 10. 2024.

https://www.sshrc-crsh.gc.ca/society-societe/community-communite/indigenous_research-recherche_autochtone/index-eng.aspx
https://www.sshrc-crsh.gc.ca/society-societe/community-communite/indigenous_research-recherche_autochtone/index-eng.aspx
https://mila.quebec/en/about/about-mila
https://mila.quebec/en/ai4humanity/applied-projects/first-languages-ai-reality
https://mila.quebec/en/ai4humanity/applied-projects/first-languages-ai-reality
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and Ojibwe, to facilitate language learning, transcription, and voice-
controlled technology, promoting cultural self-determination and 
the preservation and revitalisation of these endangered indigenous 
languages. Their models can be used for language learning, audio 
transcription, or voice-controlled technologies.

Examples from elsewhere demonstrate that technological innova-
tion is most effective when it complements wider, community-driven 
strategies and more traditional pedagogical methods. One such meth-
od that proved to be particularly effective was the so-called language 
nests, or Te Kohanga Reo, designed by the Māori community in New 
Zealand in 1982. This pedagogical technique essentially contains im-
mersive educational processes where respected Māori elders (Kau-
mātua) and trained tutors who are more fluent in the endangered Te 
Reo Māori language and familiar with traditional customs (Tikanga) 
pass on their knowledge to the youngest generations (this can include 
grandparents teaching their grandchildren as well). These children 
then become able to actively assist their parents in following suit, 
thereby reintroducing Māori as a community language spoken in the 
extended Family (Whānau). Te Kohanga Reo programs are embedded in 
the school curricula of New Zealand. Māori language immersion pri-
mary schools (Kura Kaupapa Māori) and secondary schools (Whareku-
ra) thus assist in learning both English and Māori Languages.92 These 
established educational structures are increasingly complemented by 
new digital initiatives, such as the Papa Reo project, an indigenous-led 
initiative that employs AI-enabled tools to advance Māori language re-
vitalisation by developing digital resources that expand speakers’ and 
learners’ linguistic repertoires.93 Among its key outputs is the Golden 
Data Set, a benchmark dataset for evaluating automatic speech rec-
ognition (ASR) systems, comprising a wide range of Māori voices and 
speech styles. Māori data specialists play a crucial role in identifying 
model weaknesses, particularly in underrepresented domains, such as 

92  For more background information on Māori language revitalisation practices, see, 
among others: Boshier 2015, May et al. 2018, Maia et al. 2018, Bekeeva et al. 2020.
93  See: https://papareo.nz/, accessed: 04.12.2025.

https://papareo.nz/
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whaikōrero (formal speech), thereby aiming to accommodate the poetic 
and culturally significant dimensions of the language.94

Similar initiatives took root in other indigenous communities. The 
Leoki Bulletin Board System (BBS) was notable for being one of the 
first BBS (a localised, quasi-predecessor of the World Wide Web that 
allowed users to connect and share information or even play games 
through a network, typically via a telephone line or the internet) in 
the world fully based on an indigenous language, specifically the 
Kichwa language of Ecuador. Shortly afterwards, the BBS was utilised 
in Hawaii as well.95 This was followed by the introduction of the 
Hawaiian keyboard in Apple’s Mac OS X 10.2 in 2002, which allowed 
users to type in Hawaiian more easily, promoting the language’s 
use in digital spaces. Then, in 2009,96 Google launched its Hawaiian 
language interface as part of the “Google in Your Language” program, 
an initiative aimed at translating Google products into minoritised 
languages, thereby enhancing accessibility for Hawaiian speakers 
and supporting the revitalisation of their language in digital spaces. 
Coming up with or advocating for the establishment of such platforms 
contributes to what Meighan calls the decolonisation of the digital 
landscape.97

While AI-driven social media algorithms can sometimes be prob-
lematic in terms of who sees what content, Sámi initiatives were cre-
ative in harnessing the opportunities of social media for language 
revitalisation purposes. The Čyete čälled project (The One Hundred 
Writers), for instance, initiated in 2018, was a good example of this.98 
The project included activities such as writing courses, real-life and 
virtual retreats, sharing circles, and the use of computer-assisted 
learning tools. A key feature was a shared open blog, which served 
both as an archive and an active platform for writing and networking 

94  Jones et al. 2023.
95  Warschauer et al. 1997.
96  For a comprehensive chronology of the digital aspects of Hawaiian language re-
vitalisation, see: Kaleimamoowahinekapu 2018.
97  Meighan 2021.
98  Outakoski 2018.
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and recruited nearly 100 Inari Sámi speakers to produce written con-
tent in their heritage language, thereby demonstrating the importance 
of community engagement and interactive learning in sustaining and 
developing writing in Inari Sámi. 

Gamification also presents a promising avenue for AI-supported 
language revitalisation. A  recent study, for example, highlights suc-
cessful efforts to integrate Sámi as a gaming language within Mine-
craft. This work was primarily done by Lemet Máhtte Eira Sara, who 
in 2020 translated the Minecraft Java Edition to North Sámi. The posi-
tive effects in terms of language revitalisation here lie in the fact that it 
creates a Sámi game terminology within Minecraft (that was missing 
before, so this initiative did not just revitalise but also refreshes the 
language as well), users (who are usually of a younger age) can en-
hance their native language skills, reduce the tendency to switch to 
majority languages and normalise the use of the minority language 
during gameplay.99

Another example worth mentioning is the GAITU project in the 
Basque country, which aims to teach machines to understand and speak 
the Basque language by creating an extensive, diverse voice database.100 
This is achieved through community participation, where users record 
their voices to contribute to developing AI tools that will support new 
applications and services in Basque. Parallel to this, there is also the 
Euskorpus project aimed at promoting and securing the digital presence 
of the Basque language by developing a digital corpus to enhance its 
status, as Basque is a low-resource language in digital spaces.101 To 
achieve this objective, open-access data packages are created in Basque 
as part of a cooperation between the local autonomous government and 
domestic IT companies, enabling manufacturers to import them into 
their internet-connected products, thereby facilitating functionality in 
this language. Consequently, smartphones, tablets, smartwatches, and 
digital applications or assistants, like Siri and Alexa, will possess the 
capability to engage with people in Basque. This investment will, in 

99  Føreland 2024.
100  Homepage: https://gaitu.eus/, accessed: 11.10.2024.
101  See more at: https://www.irekia.euskadi.eus/es/news/99412, accessed: 12.03.2025.

https://gaitu.eus/
https://www.irekia.euskadi.eus/es/news/99412
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turn, help revitalise the Basque language in digital ecosystems. The 
same logic is also applied in the Projecte AINA, led by the Catalan 
government in collaboration with the Barcelona Supercomputing 
Centre,102 thereby also contributing to the implementation of the 
Catalan government’s AI strategy.103

Further examples include the Build initiative, which started a project to 
document and revitalise the 170 different languages of the Philippines. 
In this framework, the initiators created AI tools to document and 
preserve endangered languages by recording oral histories, folktales, 
and traditional knowledge from native speakers, creating a digital 
archive for education purposes and cultural preservation. Additionally, 
they develop AI-powered language learning apps that use speech 
recognition and machine learning to offer personalised  platforms 
for users to learn and practice these endangered languages.104 Other 
institutions offer practical training on using AI in cultural heritage 
preservation. The US-based company Tonex, for example, offers a 
practical training course that aims to equip participants with the skills 
and knowledge to utilise AI systems to preserve and promote cultural 
heritage. They aim for participants to acquire practical skills and 
theoretical knowledge in using AI to restore and conserve artefacts 
and other cultural heritage preservation projects.105

7 Conclusions

The analysis in this paper illustrates that artificial intelligence can 
function both as a tool of empowerment and as a mechanism of control. 
Its effects on human rights are therefore context-dependent: AI can 
advance rights for certain groups while exacerbating violations for 

102  Homepage: https://projecteaina.cat/en/, accessed: 11.10.2024.
103  For the Catalan AI strategy, see: Government of Catalonia 2019.
104  Source: https://www.buildinitiative.foundation/advocacies/language-preservation-
through-ai, accessed: 11.10.2024.
105  Source: https://www.tonex.com/training-courses/ai-in-cultural-heritage-preservation-
aichp/, accessed: 11.10.2024.

https://projecteaina.cat/en/
https://www.buildinitiative.foundation/advocacies/language-preservation-through-ai
https://www.buildinitiative.foundation/advocacies/language-preservation-through-ai
https://www.tonex.com/training-courses/ai-in-cultural-heritage-preservation-aichp/
https://www.tonex.com/training-courses/ai-in-cultural-heritage-preservation-aichp/
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others. This duality arises not from the technology itself, but from the 
intentions, governance structures, and power asymmetries that shape 
its deployment. Adherence to and implementation of a human rights-
based approach in AI applications can thus be understood as a means 
to differentiate practices that support the well-being of minoritised 
communities from those that are harmful.

As the case of the Uyghur community shows, the PRC’s utilisation 
of AI for ethnic profiling, population control, and social scoring reflects 
a policy that transforms AI infrastructures into architectures of social 
engineering, constituting potential violations of binding human rights 
norms.

On the other side of the spectrum, minority language revitalisation 
stands out as a promising area with the potential to support minor-
itised communities in implementing their internationally protected 
rights to use their mother tongues and maintain and develop their 
identities. Initiatives such as Papa Reo, FLAIR, GAITU, or AINA have 
the additional benefit of expanding the spaces where minoritised lan-
guages can be used, thereby transforming AI tools into assistants for 
cultural heritage preservation.  These initiatives can also empower 
communities from the bottom up by providing them with digital tools 
to proactively safeguard their languages and cultures. In doing so, 
they grant these communities a voice and agency in the digital sphere 
that is independent of the approval of their territorial states, which 
may be resistant or even hostile to efforts aimed at strengthening mi-
nority and indigenous identities.

Another finding of this study that is ripe for further investigation is 
the relativisation of the minority─majority / dominant─subordinate 
position of cultures and languages within the digital world compared 
to the “real world.” As the META-NET Report indicated, digital 
vulnerability can affect even languages with a dominant/majoritarian 
position in specific domestic legal systems, i.e. in “real life”. This is due 
to the banal fact that the same “dominant” status is not necessarily 
reproducible in an AI-heavy online sphere, where the mere functioning 
logic of LLMs prefers size to digital equality among languages. 
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The cases analysed in the study also suggest that politically moti-
vated AI usage, in itself, is not an inherently undesirable practice. As 
a matter of fact, perhaps the only common trait that the “positive” and 
“negative” examples presented in the paper have is that they are both 
equally politicised. Revitalising endangered languages or creating 
digital equality is a politically motivated goal, just like the disenfran-
chisement and persecution of a minoritised community. Their differ-
ence, according to which one could assign the “positive” or “negative” 
labelling or the “ethical” or “unethical” classification to them, thus lies 
in their compliance or disregard for existing human rights obligations 
and peremptory norms of international law, irrespective of whether 
these stem from contractual agreements or customary international 
law principles. 

As presented earlier, AI technologies have the potential to be drawn 
into processes that further securitise ethnic relations,106 amplifying ex-
isting power asymmetries. Against this backdrop, the primary chal-
lenge becomes finding ways to harness AI’s potential while curbing 
its misuse through domestic legislation,107 multilateral agreements, 
and effective oversight mechanisms that incorporate a human rights-
based approach to AI use. As the CEO of Te Hiku Media, an organi-
sation dedicated to Māori language revitalisation, observed from the 
perspective of minoritised communities: “In the digital world, data is 
like land… if we do not have control, governance, and ongoing guard-
ianship of our data as indigenous people, we will be landless in the 
digital world, too.”108

106  Dabis 2022.
107  See Stanford University’s 2024 AI Index Report for more details: https://aiindex.
stanford.edu/report/?ref=keymakr.com, accessed: 06.02.2025.
108  Source: https://time.com/7012841/peter-lucas-jones/, accessed: 04.12.2025.

https://aiindex.stanford.edu/report/?ref=keymakr.com
https://aiindex.stanford.edu/report/?ref=keymakr.com
https://time.com/7012841/peter-lucas-jones/
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Annexes

Annex No. 1: Seven forms of biases that can arise throughout 
the machine learning life cycle

Name Description Examples

Historical bias It occurs when even accura-
tely measured and well-sam-
pled data lead to harmful out-
comes since the model reflects 
biased societal realities that 
existed in the past and thus 
can perpetuate harm, espe-
cially towards marginalised 
groups.

 A prominent example of historical bias 
was when Amazon’s resume screen-
ing tool was found to be biased against 
women applicants. The tool, developed 
in 2014, was designed to automate the 
hiring process by analysing resumes 
submitted to the company. However, it 
was discovered that the algorithm fa-
voured male candidates over female 
ones. This bias stemmed from the train-
ing data used to develop the tool, which 
consisted predominantly of resumes 
submitted over ten years ago, at a time 
when the tech industry had significant-
ly lower representation of women. When 
this biased practice was discovered, the 
company ultimately scrapped the auto-
mated resume screening tool in 2018. For 
a more detailed description of this case, 
see: Chang 2023, or Wicks et al. 2021. 
Another example of historical bias is 
when OpenAI discovered that words 
such as “violent”, “terrorism”, and “ter-
rorist” co-occurred at a greater rate with 
Islam than with other religions and were 
among the top 40 most frequently used 
words for Islam in GPT-3. See: https://
www.vox.com/future-perfect/22672414/
ai-artificial-intelligence-gpt-3-bias-mus-
lim, accessed 17.07. 2025.

Representation 
bias 

It arises when the sample 
used to develop an AI model 
does not adequately reflect 
the entire population it is 
meant to serve, leading to 
poor generalisation for cer-
tain subgroups. Suresh et al. 
give several examples.

Data representing Boston may not be ap-
plicable to analysing the population of 
Indianapolis, or data from 30 years ago 
may no longer be representative of to-
day’s population

https://www.vox.com/future-perfect/22672414/ai-artificial-intelligence-gpt-3-bias-muslim
https://www.vox.com/future-perfect/22672414/ai-artificial-intelligence-gpt-3-bias-muslim
https://www.vox.com/future-perfect/22672414/ai-artificial-intelligence-gpt-3-bias-muslim
https://www.vox.com/future-perfect/22672414/ai-artificial-intelligence-gpt-3-bias-muslim
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Measurement 
bias 

It occurs when choosing, col-
lecting, or computing features 
and labels to use in a predic-
tion do not accurately cap-
ture the underlying concept, 
which is complex and abstract 
and, by extension, difficult to 
conceptualise or measure di-
rectly.

Think of the analogy of the GDP, which 
is often used as a proxy to gauge a coun-
try’s economic performance and living 
standards, despite not capturing all 
aspects of well-being. In other words, 
measurement bias occurs if one is not 
measuring the phenomenon they think 
they are measuring, but what they are, in 
fact, measuring is merely a proxy of that 
phenomenon.

Aggregation bias It occurs when a single, uni-
form model is applied to 
data that contains distinct 
subgroups or categories that 
require different treatment. 
A one-size-fits-all model may 
not produce a consistent re-
lationship between inputs 
and outputs for subgroups 
with varying cultural back-
grounds, norms, or experi-
ences, where certain variables 
can hold different meanings. 

Phrases that might convey aggression 
elsewhere could be part of a rap song’s 
lyrics. Relying on a generalised model for 
all social media data, for example, could 
lead to harmful misclassifications in this 
case, underscoring the need for models 
tailored to specific subgroups.

Learning bias It occurs when the design 
choices made during the 
training of a machine learn-
ing model result in ampli-
fied performance differences 
across various examples in 
the data.

Problems arise when focusing on one 
objective (e.g., overall accuracy) harms 
another (e.g., fairness across different 
groups).

Evaluation bias It arises when the benchmark 
datasets used to assess a mod-
el’s performance do not accu-
rately represent the popula-
tion where the model will be 
applied. This can lead to mod-
els that perform well only on 
a narrow subset of data.

A study revealed that commercial facial 
analysis algorithms, such as those used 
for gender detection, performed much 
worse on images of dark-skinned wom-
en. Their research showed that dark-
er-skinned females are the most mis-
classified group, with error rates of up to 
34.7%, whereas the maximum error rate 
for lighter-skinned males is 0.8%. See: 
Buolamwini – Gebru 2018, 8.
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Deployment bias It occurs when there is a dis-
crepancy between the prob-
lem a model is designed to 
address and its actual appli-
cation.

One prominent example is the existence 
of runaway feedback loops. The concept 
of runaway feedback loops in predictive 
policing refers to a self-reinforcing cycle 
where police are repeatedly deployed to 
the same neighbourhoods based on his-
torical crime data. This occurs because 
predictive policing systems use past 
crime data (like arrest counts) to inform 
future policing strategies. As police then 
focus on these certain areas, they may 
generate more arrests and reports, which 
in turn reinforces the algorithm’s bias 
toward those neighbourhoods, creating 
a loop that perpetuates increased police 
presence and scrutiny, thereby distorting 
and misrepresenting actual crime rates. 
See more in: Ensign et al. 2018.

Source: The author’s compilation based on Suresh–Guttag 2021.
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Annex No. 2: Conversation of the author from 28 January 2025 
with Chinese AI-powered Chatbot Deep Seek on the question 
of Uyghur detention camps in XUAR
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